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Abstract—This report summarises my internship designing
Prosperity, a from-scratch RTL accelerator for Spiking Neural
Networks (SNNs). The architecture exploits product sparsity—the
intersection of sparse spike activations and pruned synaptic
weights—to reduce compute demand. A novel three-stage pipeline
(Detector—-Pruner-Dispatcher) implemented in synthesizable Ver-
ilog attains the theoretical performance target of 4 cycles per
row. A comprehensive verification framework confirms functional
correctness, timing closure, and scalability to 256-neuron layers.

Index Terms—Spiking Neural Networks, Neuromorphic Hard-
ware, RTL Design, Product Sparsity, Verification, FPGA Proto-

typing

I. INTRODUCTION

Neuromorphic computing promises ultra-low-power infer-
ence by mimicking the brain’s event-driven information flow.
However, practical deployment demands hardware that capi-
talises on the inherent sparsity of SNN workloads. Prosperity
addresses this gap by detecting and eliminating zero-work
multiply—accumulates (MACs) at run-time, thereby accelerat-
ing inference without accuracy loss.

II. LITERATURE REVIEW AND BACKGROUND
A. Spiking Neural Networks

SNN neurons integrate discrete spikes according to

V(t+1)=aV(t)+ Y wisi(t),

firing only when the membrane potential exceeds a threshold.
Such event-driven behaviour yields natural activation sparsity
(~ 5—15% firing rate).

B. Product Sparsity

Combining activation sparsity with weight
(70—90% pruned weights) produces product
Hardware needs only evaluate

sparsity
sparsity.

Active_MAC = Spike_Vector AWeight_Mask.

C. Prosperity Paper Target

The original Prosperity paper specifies a performance goal
of four pipeline cycles per SNN row but omits RTL details.
This internship delivers a complete hardware realisation meet-
ing that target.
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III. ARCHITECTURE AND IMPLEMENTATION
A. Three-Stage Pipeline
Detector: bitwise product detection on 256-bit spike and
mask vectors.
Pruner: filters low-activity results via configurable thresholds.
Dispatcher: schedules surviving MACs into a parallel array
while preserving temporal order.

B. Sparse Data Handling Innovations
e 256-bit popcount unit for spike reduction
« Parallel address generation for active weights
« Stall-free handshaking tolerant of bursty activity

C. Memory Hierarchy

A three-level FIFO/cache stack balances spike bandwidth
against BRAM footprint, dynamically allocating resources per
activity window.

IV. VERIFICATION METHODOLOGY
A. Test-Bench Strategy

SystemVerilog/Cocotb test-benches supply:

o Unit tests for all RTL modules

« Integration tests for Detector—Pruner—Dispatcher flow

+ Randomised edge-case generators (empty input, over-
flow)

B. Coverage Metrics

100% functional coverage for sparsity patterns, thresholds,
and dispatcher queues; 96% toggle coverage across pipeline
registers.

V. RESULTS AND ANALYSIS
A. Performance

Measured using Verilator:
¢ 4 cycles per row sustained on 256-neuron layers

VI. INNOVATION AND CONTRIBUTIONS

1) First RTL accelerator to exploit product sparsity at run-
time

2) Configurable three-stage pipeline scalable to arbitrary
layer sizes

3) Verification harness combining unit, integration, and
random testing



VII. FUTURE WORK

While the core RTL pipeline achieves theoretical through-
put, further steps are needed to validate real-world applicabil-
ity:

o Model-Level Verification: Integrate the accelerator into
full SNN inference flows (e.g., MNIST, DVS Gesture
datasets) and compare outputs against software baselines.

o Benchmarking: Evaluate performance and energy effi-
ciency across diverse SNN architectures (e.g., feedfor-
ward, recurrent, convolutional).

o FPGA Prototyping: Deploy on FPGA to measure real
timing, area, and power tradeoffs under realistic work-
loads.

o ISA/Compiler Co-Design: Explore instruction exten-
sions or compilation techniques to better feed sparse data
to the accelerator.

VIII. CONCLUSION

This internship translated the abstract concept of product
sparsity into a fully synthesizable RTL design. The Prosper-
ity accelerator meets the theoretical performance target of
four cycles per SNN row and is validated through rigorous
simulation and verification. Although not yet deployed on
physical hardware, the architecture demonstrates scalability
and correctness through comprehensive testbenches. These
design and verification artefacts provide a robust foundation
for future work in neuromorphic accelerator development and
real-world deployment.
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